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Abstract

We consider turbo equalization of space–time-coded transmission over frequency-selective fading multiple-input multiple-output channels. A multiple-input multiple-output finite-impulse-response pre-filter is proposed and shown to reduce the turbo equalizer complexity significantly at a small performance loss. Advantages of the proposed scheme are that we do not alter the equalization algorithm or require the channel to be minimum phase. The prefiltered turbo equalizer is an attractive receiver structure for broadband wireless transmission using spectrally-efficient high-order modulation schemes as in EDGE.
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I. INTRODUCTION

Future wireless communication systems promise to offer a variety of multimedia services which require reliable transmission at high data rates. In order to achieve such high data rates, transmission over frequency-selective fading multiple-input multiple-output (MIMO) channels is of great interest since the capacity of MIMO channels shows enormous gains over that of their constituent single-input single-output (SISO) channels [1], [2]. Two main approaches have been proposed on how to make use of multiple antennas in a wireless system. The first approach is to transmit independent symbols simultaneously from different antennas as in Bell-Labs-Layered-Space-Time-Architecture (BLAST) [3]. The second approach is transmit diversity with space-time-coded modulation [4].

In this paper, we consider the general equalization problem in MIMO channels. We use interleaved space-time-coded transmissions as an example. However, the ideas are more general and can be applied to any coded transmission scheme over MIMO channels.

On frequency-selective channels, an equalizer has to be applied to resolve time dispersion. To achieve the best performance, a BCJR-MAP [5] or Viterbi equalizer is used since it does not suffer from noise enhancement or error propagation like linear or decision feedback equalizers (DFE), respectively. However, the complexity of a BCJR-MAP or Viterbi equalizer, measured by the number of states, increases exponentially with the number of transmit antennas and the channel memory. Even for moderate time dispersion, the complexity becomes prohibitive for practical systems, especially when high-order constellations (e.g., 8-PSK) are used to achieve higher spectral efficiencies.
In single-input channels, the equalization complexity can be reduced using standard reduced-complexity methods as described in [6], [7]. However, in MIMO channels, such methods require the channels from all transmit antennas to all receive antennas to be minimum phase simultaneously. In general, it is not possible to design a finite-length MIMO prefilter to meet the minimum-phase requirement exactly.

In this paper, we follow a different approach in that we propose to design a set of receive prefilters which concentrate the energy of the channel in a small number of adjacent taps. The equalizer sees a shortened channel and therefore needs a smaller number of states. In a coded system, powerful detection techniques like turbo equalization can be applied to the shortened MIMO channel to achieve high performance at reduced complexity. Two additional advantages of our proposed scheme are that we do not alter the ML or MAP equalization algorithm itself and we do not require the MIMO channel to be minimum phase. The main contribution of this paper is the design of a prefiltered reduced-complexity joint turbo equalization and decoding scheme for space-time-coded transmissions over MIMO frequency-selective channels. This work is distinct from [12] and [13] in that we consider space-time-coded signals and MIMO channels, we add a prefilter to reduce equalization complexity, and we consider high-order spectrally-efficient modulation schemes such as 8-PSK. Our focus in this paper is on turbo equalization for space-time trellis codes. Other equalization schemes for space-time trellis codes as well as equalization for space-time block codes are studied in [10].

This paper is organized as follows. We start by presenting the channel model in Section II. Section III includes background material on transmit antenna diversity with space-time codes and discusses the application of the turbo principle to joint equalization and decoding (turbo equalization). In Section IV, the problem of prohibitive complexity of turbo equalization in MIMO channels and the difficulties in applying standard reduced-complexity equalization methods are discussed. This is followed by proposing a reduced-complexity turbo equalization scheme with finite impulse response (FIR) channel shortening filters. Finally, simulation results are given in Section V.
II. Channel Model and Assumptions

We consider a MIMO wireless system with \( n_T \) transmit antennas and \( n_R \) receive antennas. Due to multipath propagation and time dispersion, the wireless MIMO channel consists of a frequency-selective fading channel between each transmit and receive antenna pair. The antennas on both ends are separated far enough to ensure independently fading channels from each transmit to each receive antenna. The memory \( D \) per transmit antenna is assumed to be the same for all channels. If the transmit antennas are physically co-located at the same base station, then this assumption is justified by the fact that the number of multipath components with different delays is dictated by large structures and reflecting objects.

The channel model considered in this paper is shown in Figure 1. The \( d \)-th tap of the frequency-selective channel from transmit antenna \( i \) to receive antenna \( j \) at time \( k \) is denoted \( h_{k}^{(ij)}(d) \), \( d = 0, \ldots, D \). All taps \( h_{k}^{(ij)}(d) \) are independent complex Gaussian random variables with zero mean and equal mean power and satisfy the channel energy normalization condition

\[
\sum_{d=0}^{D} E\{|h_{k}^{(ij)}(d)|^2\} = 1.
\]  

(1)

The total mean energy transmitted per use of the MIMO channel is \( E_s \), i.e. the mean energy per symbol \( x_{k}^{(i)} \) transmitted from antenna \( i \) is

\[
E_{s}^{(i)} = \frac{E_{s}}{n_T} : \quad \text{for } i = 1, \ldots, n_T.
\]  

(2)

We consider quasi-static fading only. This implies transmission in bursts of \( L \) symbols per transmit antenna, where the channel is assumed to be constant over a burst and changes independently from burst to burst. This is a reasonable assumption for a mobile system like GSM or EDGE\(^1\), which employs frequency hopping and where the coherence-time is much larger than the burst duration. Due to delay restrictions, channel coding is applied to each burst separately. In the following mathematical formulation, we drop the index \( k \) from the channel taps since they are assumed constant over the block under consideration. The symbol \( y_{k}^{(j)} \) observed at the receive antenna \( j \) at time \( k \) is a superposition of the signals transmitted from all transmit antennas perturbed by noise. A vector of \( N \) symbols

\(^1\)EDGE: Enhanced Data Rates for GSM Evolution.
per receive antenna is given by
\[ y = Hx + n, \] (3)

where
\[
\begin{bmatrix}
y^{(1)}_{k+N-1} \\
\vdots \\
y^{(n_R)}_{k+N-1} \\
y^{(1)}_{k} \\
\vdots \\
y^{(n_R)}_{k} \\
y^{(1)}_{k-D} \\
\vdots \\
y^{(n_R)}_{k-D}
\end{bmatrix}
\begin{bmatrix}
x^{(1)}_{k+N-1} \\
\vdots \\
x^{(n_R)}_{k+N-1} \\
x^{(1)}_{k} \\
\vdots \\
x^{(n_R)}_{k} \\
x^{(1)}_{k-D} \\
\vdots \\
x^{(n_R)}_{k-D}
\end{bmatrix}
\begin{bmatrix}
n^{(1)}_{k+N-1} \\
\vdots \\
n^{(n_R)}_{k+N-1} \\
n^{(1)}_{k} \\
\vdots \\
n^{(n_R)}_{k} \\
n^{(1)}_{k-D} \\
\vdots \\
n^{(n_R)}_{k-D}
\end{bmatrix}
\]

and
\[
H = \begin{bmatrix}
H(0) & H(1) & \cdots & H(D) & 0 & \cdots & 0 \\
0 & H(0) & H(1) & \cdots & H(D) & 0 & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & H(0) & H(1) & \cdots & H(D)
\end{bmatrix}.
\] (5)

The matrix
\[
H(d) = \begin{bmatrix}
h^{(11)}(d) & h^{(21)}(d) & \cdots & h^{(n_R1)}(d) \\
\vdots & \vdots & \ddots & \vdots \\
h^{(1n_R)}(d) & h^{(2n_R)}(d) & \cdots & h^{(n_Rn_R)}(d)
\end{bmatrix}
\] (6)

consists of the \( d \)-th taps of all underlying SISO channels. Furthermore, we assume additive white Gaussian noise (AWGN) with variance \( \sigma^2 = N_0/2 \) per real dimension and receive antenna, i.e. the autocorrelation matrix of the noise is given by
\[
R_{nn} = N_0 I_{n_RN},
\] (7)

where \( I_{n_RN} \) is the \( n_RN \times n_RN \) identity matrix.

### III. Background Material

#### A. Principle and Examples of Space-Time Trellis Codes

Space-time coding schemes \cite{4} use multiple transmit antennas to increase the diversity level, i.e. the asymptotic slope of the BER curve over SNR, and possibly achieve additional coding gain. The simplest example of a space-time trellis code is delay diversity where the
same symbol is transmitted from antenna $i$ ($i = 1, 2, \ldots, n_T$) with a time delay of $(i - 1)T_s$, where $T_s$ is the symbol duration. Delay diversity can be viewed as a rate $1/n_T$ repetition code where the code symbols are spread in space. If we use a more powerful code instead of the repetition code in conjunction with delay diversity, a coding gain can be obtained in addition to the maximum diversity gain. Delay diversity and the best known space-time trellis code for 8-PSK modulation and $n_T = 2$ transmit antennas taken from [4] illuminate how space-time trellis codes work. The trellis structures are shown in Figure 2. The tables in Figure 2 determine the symbols transmitted from antennas one and two, respectively. The first (second) symbol in row $i$ and column $j$ is the symbol transmitted from the first (second) antenna in the transition from state $i$ to state $j$, where natural mapping of bits to constellation points is considered and a state is determined by the symbol in the memory element. It can be seen that the only difference between delay diversity and the space-time trellis code is in the symbol transmitted from the second antenna in odd-indexed states. The space-time trellis code is obtained from delay diversity by multiplying the symbol transmitted from antenna two by $-1$ in odd-indexed states.

B. Space-Time Trellis Codes in Frequency Selective Channels

A space-time trellis code with $M^{n_T-1}$ states \(^2\) transforms a frequency-selective MIMO channel with memory $D$ per transmit antenna to a frequency-selective single-input multiple-output (SIMO) channel with memory $D + n_T - 1$. Diversity gain is obtained by the increased number of independently fading taps compared to a SISO system with the same channel memory $D$. The receiver sees a SIMO channel whose impulse response length is increased by $n_T - 1$ taps. If the resulting impulse response length exceeds the length resolvable by the equalizer, standard reduced complexity techniques such as described in [6], [7] can be applied. DFE which is integrated in the equalizer metric.

Assuming no interleaver $\Pi_{c}$, it is clear from Figures 3 and 4, that even on frequency-selective channels, the space-time trellis code of Figure 2 can be detected with the same complexity as delay diversity. Now, the channel taps depend on the data which can be easily accounted for by proper labeling of the trellis transitions of the BCJR-MAP or Viterbi equalizer with channel taps. However, in this case, the application of standard reduced-

\(^2\) Examples include delay diversity [25] and the 8-state 8-PSK space-time trellis code [4] illustrated in Figure 2.
complexity techniques is not possible since the allpass filter that converts the channel into its minimum-phase equivalent now depends on the data. This is a first motivation to investigate alternative reduced-complexity equalization techniques. Especially in fast-fading environments, the performance can be further improved if an interleaver $\Pi_c$ is used before transmission. The interleaving rule has to be the same for all transmit antennas in order not to destroy the diversity effect of the space-time code. This complicates the task of finding a simple single-input equivalent channel model in order to perform joint equalization and decoding in a single trellis. However, the turbo principle can now be applied to perform joint iterative equalization and decoding, as described in the next section.

C. Turbo-Equalization

The principle of turbo equalization [12], [13] for interleaved transmission of coded data over a frequency-selective channel is illustrated in Figure 5. The equalizer computes the a-posteriori information $\log P(x_k^{(i)}|y)$ about the code symbols based on the receive filter outputs $y$. The a-priori input is set to $\log P_a(x_k^{(i)}) = 0$ in the first equalization step. The a-posteriori information is deinterleaved according to the mapping rule $\Pi_c^{-1}$ and passed to the channel input of the decoder. The decoder delivers not only an a-posteriori information about the information symbols but also about the code symbols. From this a-posteriori information $\log P(x_k^{(i)}|y)$ we can compute an extrinsic information $\log P_e(\hat{x}_k^{(i)})$ by subtracting the soft input from the corresponding soft output. The extrinsic information can be considered as independent from previous equalizer decisions. It is fed back to the a-priori input of the equalizer. Equalization of the stored received values is done again using the decoder’s extrinsic information as an additional a-priori information in order to obtain less erroneous soft equalizer decisions. Several iterations can be performed in order to decrease the BER. We denote by iteration a complete detection step including one equalization and decoding step. Since detection becomes iterative in the second equalization step, we denote the first equalization and decoding step by iteration 0.
IV. Reduced-Complexity Turbo Equalization

For the general case of transmission over MIMO frequency–selective channels, the complexity of a BCJR-MAP or Viterbi equalizer, measured by the number of states, grows exponentially not only with the per transmit antenna channel memory $D$ and the spectral efficiency in bit/s/Hz but also with the number $n_T$ of transmit antennas. For example, an equalizer for EDGE with 8-PSK modulation, $n_T = 2$ transmit antennas, and the common per transmit antenna memory $D = 4$ would need to deal with $M^{n_T-D} = 8^{2-4} = 16777216$ states. This is clearly prohibitive for today’s technology. Therefore, reduced-complexity techniques have to be applied.

Previous approaches include reduced-state and delayed decision feedback sequence estimation algorithms as proposed in [6] and [7], respectively, where the channel is usually made minimum phase by an allpass prefilter in order to concentrate the energy of the impulse response in its leading taps. The taps exceeding the resolvable length are either neglected or taken into account by a DFE which is integrated in the equalizer metric. However, for MIMO channels, the impulse responses from all transmit antennas have to be made minimum phase simultaneously. Generally, this is not possible with a FIR prefilter. Therefore, some adaptive compromise receive filter has to be found. Design criteria for such filters are still open research problems. Another approach would be the application of sequential algorithms like the M-BCJR algorithm [14].

Here, we consider an approach which does not alter the BCJR-MAP or Viterbi equalizer. We use a prefilter which concentrates the energy of the impulse response in a small number of adjacent taps. The cascade of the original MIMO channel and the prefilters can be viewed as a MIMO channel with smaller memory $D_s < D$. The succeeding equalizer can be designed for a smaller channel memory, which reduces the number of states by a factor of $M^{n_T(D-D_s)}$. Furthermore, as we will show in the next section, using this approach, part of the loss in time diversity due to channel shortening can be recovered by a higher level of “receive antenna diversity”.
A. MIMO Channel Shortening with FIR Filters

In order to shorten the effective channel memory, each of the received signals \( y_k^{(j)} \), \( j = 1, \ldots, n_R \), is filtered by \( n_{Rs} \) FIR filters, which have the structure shown in Figure 6. Each of the \( n_{Rs} \) filters has \( N \) taps. The cascade of the receive filters and the original MIMO channel with \( n_T \) transmit antennas and \( n_R \) receive antennas can be viewed as a MIMO channel with \( n_T \) transmit and \( n_{Rs} \) receive antennas. In order to reduce the number of states of the succeeding BCJL-MAP or Viterbi equalizer, the memory of the resulting channel should be \( D_s < D \). For the special case of \( n_{Rs} = n_T \), channel-shortening filters have been derived in [15]. In this paper, we derive design criteria for shortening filters followed by a BCJL-MAP or Viterbi equalizer and relax the condition on \( n_{Rs} \).

The filtered signal is given by

\[
\tilde{y} = Wy, \tag{8}
\]

where

\[
W = \begin{bmatrix}
w_{1,1} & w_{1,2} & \cdots & w_{1,n_R \cdot N} \\
\vdots & & & \vdots \\
w_{n_{Rs},1} & w_{n_{Rs},2} & \cdots & w_{n_{Rs},n_R \cdot N}
\end{bmatrix} \tag{9}
\]

is the \( n_{Rs} \times n_R \cdot N \) filter taps matrix. The \( n_{Rs} \times n_T (D_s + 1) \) matrix \( H^{(s)} \)

\[
H^{(s)} = 
\begin{bmatrix}
h_{(s),(1,1)}^{(1,1)}(0) & \cdots & h_{(s),(1,1)}^{(n_T,1)}(0) & \cdots & h_{(s),(1,1)}^{(1,1)}(D_s) & \cdots & h_{(s),(1,1)}^{(n_T,1)}(D_s) \\
\vdots & & & \vdots & & & \vdots \\
h_{(s),(1,n_{Rs} \cdot \cdot \cdot)}^{(1,1)}(0) & \cdots & h_{(s),(1,n_{Rs} \cdot \cdot \cdot)}^{(n_T,1)}(0) & \cdots & h_{(s),(1,n_{Rs} \cdot \cdot \cdot)}^{(1,1)}(D_s) & \cdots & h_{(s),(1,n_{Rs} \cdot \cdot \cdot)}^{(n_T,1)}(D_s)
\end{bmatrix} \tag{10}
\]

defines the shortened channel. The diversity advantage of the shortened system is upper bounded by \( n_T \cdot n_{Rs} \cdot (D_s + 1) \). Because only \( D_s + 1 < D + 1 \) channel taps are considered, the filtering error vector is given by

\[
e = \tilde{H}^{(s)}x - Wy. \tag{11}
\]

The \( n_{Rs} \times n_T (N + D) \) matrix \( \tilde{H}^{(s)} \) is defined by

\[
\tilde{H}^{(s)} = \begin{bmatrix} 0_{n_{Rs} \times n_T \Delta} & H^{(s)} & 0_{n_{Rs} \times n_T \cdot s} \\ 0_{n_T (D_s + 1) \times n_T \Delta} & I_{n_T (D_s + 1)} & 0_{n_T (D_s + 1) \times n_{Ts}} \end{bmatrix}, \tag{12}
\]

\[
= H^{(s)} \begin{bmatrix} 0_{n_T (D_s + 1) \times n_T \Delta} & I_{n_T (D_s + 1)} & 0_{n_T (D_s + 1) \times n_{Ts}} \end{bmatrix}, \tag{13}
\]
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where $s = N + D - D_s - \Delta - 1$. The relative delay $\Delta$, $0 \leq \Delta \leq N + D - D_s - 1$, between the receive filters and the shortened channel impulse response is to be optimized. We restrict $\Delta$ to be equal for all transmit antennas. A generalization to different $\Delta$ was considered in [15] to reduce the error energy of the prefilter. Such a generalization would not increase the number of equalizer states but the assignment of transmitted symbols to trellis transitions would have to be implemented adaptively, which might not be desirable in practice.

For a given relative delay $\Delta$ and a given shortened channel $\hat{H}^{(s)}$, the optimum (according to a minimum mean square error criterion) filter tap settings $\mathbf{W}$ are computed using the orthogonality principle [16], which states that the optimum error sequence is orthogonal to the observed data, i.e. $E\{\mathbf{e}\mathbf{y}^H\} = \mathbf{0}$ (where $(\cdot)^H$ denotes the conjugate transpose and $E[.]$ denotes the expected value). Using (11) we obtain

$$E\{ (\hat{H}^{(s)}x - \mathbf{W}\mathbf{y})\mathbf{y}^H \} = \hat{H}^{(s)}\mathbf{R}_{xy} - \mathbf{W}\mathbf{R}_{yy} = \mathbf{0},$$  \hspace{1cm} (14)

where $\mathbf{R}_{xy}$ and $\mathbf{R}_{yy}$ are the input–output cross–correlation and the output auto–correlation matrices, respectively. Therefore, the optimum filter tap settings are given by

$$\mathbf{W}_{\text{opt}} = \hat{H}^{(s)}\mathbf{R}_{xy}\mathbf{R}_{yy}^{-1}. \hspace{1cm} (15)$$

Since the additive white Gaussian noise $\mathbf{n}$ and the data $\mathbf{x}$ are uncorrelated, i.e. $E\{x\mathbf{n}^H\} = \mathbf{0}$, we obtain the cross-correlation matrix

$$\mathbf{R}_{xy} = E\{\mathbf{x}\mathbf{y}^H\} = \mathbf{R}_{xx}\mathbf{H}^H, \hspace{1cm} (16)$$

and the autocorrelation matrix

$$\mathbf{R}_{yy} = E\{\mathbf{y}\mathbf{y}^H\}$$

$$= E\{(\mathbf{H}\mathbf{x} + \mathbf{n})(\mathbf{x}^H\mathbf{H}^H + \mathbf{n}^H)\}$$

$$= \mathbf{HR}_{xx}\mathbf{H}^H + \mathbf{R}_{nn}. \hspace{1cm} (17)$$

Combining (15), (16), and (17), we have

$$\mathbf{W}_{\text{opt}} = \hat{H}^{(s)}\mathbf{R}_{xx}\mathbf{H}^H(\mathbf{HR}_{xx}\mathbf{H}^H + \mathbf{R}_{nn})^{-1}$$

$$= \hat{H}^{(s)}(\mathbf{R}_{xx}^{-1} + \mathbf{H}^H\mathbf{R}_{nn}^{-1}\mathbf{H})^{-1}\mathbf{H}^H\mathbf{R}_{nn}^{-1}, \hspace{1cm} (18)$$
where we used the Matrix Inversion Lemma \(^3\) in the second equality above. Equation (18) clearly shows that the MIMO prefilter \(\mathbf{W}_{\text{opt}}\) includes a whitening matched filter component given by \(\mathbf{H}^H\mathbf{R}_n^{-1}\) in addition to the channel shortening component (see also [15]).

In transmit diversity using space-time codes, the data \(\mathbf{x}\) is correlated. However, if an interleaver is applied before transmission the data can be assumed to be uncorrelated in time and space and the auto-correlation matrix is given by

\[
\mathbf{R}_{xx} = E\{\mathbf{x}\mathbf{x}^H\} = \frac{E_s}{n_T} \mathbf{I}_{n_T(N+D)}.
\]

Now we have to determine the optimum shortened channel impulse response \(\mathbf{\tilde{H}}^{(s)}\). The error autocorrelation matrix \(\mathbf{R}_{ee}\) of the error vector \(\mathbf{e}\) in (11) is

\[
\mathbf{R}_{ee} = E\{\mathbf{e}\mathbf{e}^H\} = E\{(\mathbf{\tilde{H}}^{(s)}\mathbf{x} - \mathbf{W}_y)(\mathbf{x}^H\mathbf{\tilde{H}}^{(s)}H - \mathbf{y}^H\mathbf{W}^H)\}
\]

\[
\mathbf{R}_{ee} = \mathbf{\tilde{H}}^{(s)}\mathbf{R}_{xx}\mathbf{\tilde{H}}^{(s)}H - \mathbf{\tilde{H}}^{(s)}\mathbf{R}_{xy}\mathbf{W}^H - \mathbf{W}\mathbf{R}_{yx}\mathbf{\tilde{H}}^{(s)}H + \mathbf{W}\mathbf{R}_{yy}\mathbf{W}^H.
\]

Using (15) and (13) we further obtain

\[
\mathbf{R}_{ee} = \mathbf{\tilde{H}}^{(s)}\mathbf{R}_{xx} - \mathbf{\tilde{H}}^{(s)}\mathbf{R}_{xy}\mathbf{R}_{yy}^{-1}\mathbf{R}_{xy}^H \mathbf{\tilde{H}}^{(s)}H
\]

\[
= \mathbf{\tilde{H}}^{(s)}\mathbf{R}_{\perp}\mathbf{\tilde{H}}^{(s)}H
\]

\[
= \mathbf{H}^{(s)}\left[\begin{array}{c}
\mathbf{0}_{n_T(D_s+1)\times n_T\Delta}\mathbf{I}_{n_T(D_s+1)}\mathbf{0}_{n_T(D_s+1)\times n_T\Delta}
\end{array}\right]
\]

\[
\cdot\mathbf{R}_{\perp}\left[\begin{array}{c}
\mathbf{0}_{n_T\Delta}\times n_T(D_s+1)
\mathbf{I}_{n_T(D_s+1)}
\mathbf{0}_{n_T\Delta}\times n_T(D_s+1)
\end{array}\right]
\]

\[
= \mathbf{H}^{(s)}\mathbf{\tilde{R}}\mathbf{H}^{(s)}H.
\]

The SNR at the filter output \(j\), denoted by \(\text{SNR}_j\), is given by the \((j,j)\) diagonal entry of the matrix \(\mathbf{R}_{\mathbf{\hat{f}}\hat{f}}\mathbf{R}_{\mathbf{ee}}^{-1}\) where \(\mathbf{R}_{\mathbf{\hat{f}}\hat{f}}\) is the auto-correlation matrix of the shortened channel outputs with no noise, i.e.

\[
\mathbf{\hat{r}} = \mathbf{H}^{(s)}\mathbf{x}.
\]

The performance of the BCJR-MAP equalizer depends on the SNRs at the outputs of the shortened channel. Therefore, the FIR filters are designed such that the sum of the \(A^{-1} - A^{-1}B(DA^{-1}B + C^{-1})^{-1}DA^{-1} = (A + BCD)^{-1}\).
equalizer’s input SNRs is maximized, i.e.

\[
\sum_{j=1}^{n_{Rs}} SNR_j = \text{trace}(R_{ee}^{-1} R_{ee}^{-1}) \rightarrow \max.
\]

(23)

The constraint

\[
H^{(s)}H^{(s)H} = \tilde{H}^{(s)}\tilde{H}^{(s)H} = I_{n_{Rs}}
\]

(24)

is imposed to exclude the trivial solution \(H^{(s)} = 0\) and was shown in [15] to result in a lower prefiltering error energy than the more traditional constraint \(H^{(s)}(k) = I\) for some \(0 \leq k \leq D_s\). Using (24), (22) and (19) the design criterion in (23) simplifies to

\[
\text{trace}(R_{ee}^{-1}) \rightarrow \max,
\]

(25)

which is maximized by choosing \(H^{(s)}\) to diagonalize \(R_{ee}\), as defined in (21), subject to the constraint in (24). To perform this diagonalization, consider the eigen–decomposition

\[
\tilde{R} = U \Lambda U^H
\]

(26)

of \(\tilde{R}\) in (21) where \(U\) is a unitary matrix containing the eigenvectors of \(\tilde{R}\) and \(\Lambda\) is a diagonal matrix with entries \(\lambda_i\) denoting the eigenvalues of \(\tilde{R}\) in increasing order, i.e., \(\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_{n_{T(D_s+1)}}\). Using this decomposition we have

\[
R_{ee} = H^{(s)}\tilde{R}H^{(s)H} = H^{(s)}U\Lambda U^H H^{(s)H}.
\]

(27)

If we define \(e_i^H\) to be the \(i^{th}\) unit row vector (has a one in its \(i^{th}\) entry and zeros everywhere else), then we can write the \((i,i)\) diagonal element of \(R_{ee}\) as follows

\[
R_{ee}(i,i) = e_i^H H^{(s)}\tilde{R} H^{(s)H} e_i \overset{\text{def}}{=} g_i^H \tilde{R} g_i,
\]

(28)

where the row vector \(g_i^H\) has unit norm since \(g_i^H g_i = e_i^H H^{(s)}H^{(s)H} e_i = 1\). To maximize (25), we should choose \(g_i\) to minimize \(R_{ee}(i,i)\) for all \(1 \leq i \leq n_{Rs}\) subject to the constraint \(g_i^H g_i = 1\). It is well known that this minimization is achieved by choosing the \(g_i\)'s to be the eigenvectors of \(\tilde{R}\) corresponding to its \(n_{Rs}\) smallest eigenvalues. Therefore, the columns of \(H^{(s)H}\) have to be chosen as eigenvectors of \(\tilde{R}\). With this choice, it can be readily checked that the matrix \(R_{ee}\) becomes diagonal and we have

\[
H^{(s)} U = \left[ I_{n_{Rs}} 0_{n_{Rs} \times n_{T(D_s+1)-n_{Rs}}} \right].
\]

(29)
The relative delay $\Delta$ is optimized by choosing the matrix $\tilde{R}$ to maximize
\[
\sum_{i=1}^{n_{R_s}} \frac{1}{\lambda_i} \to \text{max ,}
\] (30)
where $\lambda_i$, $i = 1, \ldots, n_{R_s}$, are the smallest eigenvalues of $\tilde{R}$. The size of $\tilde{R}$ is $n_T(D_s + 1) \times n_T(D_s + 1)$. Therefore, the shortened channel $\mathbf{H}(s)$ has a maximum of
\[
n_{R_s} \leq n_T(D_s + 1)
\] (31)
outputs. If the original channel has
\[
n_R < n_T(D_s + 1)
\] (32)
receive antennas, then the equivalent shortened MIMO channel can have a larger number of outputs. This can be viewed as a transformation of time diversity to receive antenna diversity. We emphasize that having $n_{R_s} > n_R$ does not increase the number of states in the turbo equalizer/decoder. Instead, only the branch metric calculation complexity is increased as if the number of receive antennas has increased from $n_R$ to $n_{R_s}$.

In summary, in order to calculate the FIR filter taps $\mathbf{W}$ and the shortened channel $\mathbf{H}(s)$, we first have to determine $\mathbf{H}(s)$ from the eigenvectors corresponding to the $n_{R_s}$ smallest eigenvalues of $\tilde{R}$. Thereby, the relative delay $\Delta$ is optimized. Then, the filter tap settings can be calculated according to (15).

Since $\mathbf{R}_{ee}$ is a diagonal matrix, the noise at different outputs of the shortened channel is spatially uncorrelated. However, due to the prefiling, the noise is temporally colored at each of the filter outputs and the noise power is different across the outputs of the shortened channel. Better performance is achieved by incorporating knowledge of the temporal noise auto-correlation matrix in the equalizer metric calculation. In this paper, we assume white Gaussian noise for simplicity and account only for the different noise powers at the prefiler outputs in the BCJR equalizer metric.

**B. Fractionally-Spaced FIR Filters**

Using the Matrix Inversion Lemma, the matrix $\mathbf{R}^{\perp}$ in (21) can be expressed as follows
\[
\mathbf{R}^{\perp} = (\mathbf{R}_{xx}^{-1} + \mathbf{H}^{H} \mathbf{R}_{nn}^{-1} \mathbf{H})^{-1}
\]
\[
= \left( \frac{E_s}{E_s} \mathbf{I}_T(D+N) + \frac{1}{N_0} \mathbf{H}^{H} \mathbf{H} \right)^{-1}.
\] (33)
Since the dimension of $\mathbf{H}$ is $n_R N \times n_T(N + D)$ it follows that

$$\text{rank } \mathbf{H}^H \mathbf{H} = \min\{n_R N, n_T(N + D)\}.$$  (34)

Hence, in the case of a small number $n_R < n_T$ of receive antennas, the number of zero eigenvalues of $\mathbf{H}^H \mathbf{H}$ increases. Equivalently, the number of large eigenvalues of $\mathbf{R}^\perp$, and hence $\mathbf{R}_{ee}$, increases since $\mathbf{H}^{(s)}$ is a unitary matrix. This results in lower SNRs at the FIR filter outputs and worse equalizer performance. For small $n_R$, the rank of $\mathbf{H}^H \mathbf{H}$ can be increased using fractionally-spaced FIR filters. Assuming an oversampling factor of $l$, we obtain

$$\mathbf{y} = \begin{bmatrix} y^{(1)}_{k+\hat{N}-1,l} \\ \vdots \\ y^{(n_R)}_{k+\hat{N}-1,l} \\ y^{(1)}_k \\ \vdots \\ y^{(n_R)}_k \end{bmatrix}, \quad \mathbf{x} = \begin{bmatrix} x^{(1)}_{k+\hat{N}-1} \\ \vdots \\ x^{(n_T)}_{k+\hat{N}-1} \\ x^{(1)}_{k-D} \\ \vdots \\ x^{(n_T)}_{k-D} \end{bmatrix}, \quad \mathbf{n} = \begin{bmatrix} n^{(1)}_{k+\hat{N}-1,l} \\ \vdots \\ n^{(n_R)}_{k+\hat{N}-1,l} \\ n^{(1)}_{k,l} \\ \vdots \\ n^{(n_R)}_{k,l} \end{bmatrix}.$$  (35)

instead of (4) and the channel matrix $\mathbf{H}$ now becomes of size $n_R l N \times n_T(N + D)$. Hence, provided that the transmitted signal has excess bandwidth (beyond the minimum Nyquist bandwidth), temporal oversampling increases the rank of $\mathbf{H}^H \mathbf{H}$ from that given in (34) to

$$\text{rank } \mathbf{H}^H \mathbf{H} = \min(l n_R N, n_T(N + D)).$$  (36)

It is also clear from (36) that, even with sufficient excess bandwidth, temporal oversampling by a factor more than $\frac{n_T}{n_R}(1 + \frac{D}{N})$ would not increase the rank of $\mathbf{H}^H \mathbf{H}$ beyond the value $n_T(N + D)$.

C. MIMO Prefilter Computational Complexity

In this subsection, we enumerate the computational tasks required to compute $\mathbf{H}^{(s)}_{\text{opt}}$ and $\mathbf{W}_{\text{opt}}$ and their complexities as measured by the number of complex multiplies. We assume uncorrelated input and noise processes.
1. Computation of $\tilde{\mathbf{R}}$ using (21) requires inversion of the *block-Toeplitz* matrix $\mathbf{R}_{yy}$ with a complexity of $O(Pn_R^2N^2)$ operations using the efficient algorithm in [17]. Computation of the Hermitian matrix product $\mathbf{R}_{yy}^{-1}\mathbf{R}_{y\alpha}$ requires $\frac{1}{2}n_Tn_RLN(N+D)(n_RLN+n_T(N+D))$ complex multiplies.

2. The complexity of computing $\mathbf{H}^{(9)}$ is dominated by the complexity of the eigen-decomposition in Equation (26) which requires $O(n_R^3(n_Rs+1)^3)$ operations.

3. Finally, computing $\mathbf{W}_{opt}$ using (15) requires $n_Rsn_RLN(D_s+1)$ complex multiplies.

It is worth mentioning that this complexity estimate assumes a given value of $\Delta$, i.e., the complexity of searching for the optimum $\Delta$ is not included.

In Figure 7, we plot the computational complexity in millions of instructions per second (MIPS) versus $N$ and $D$ for $n_T = n_R = n_Rs = 2$, $l = 2$, and $D_s = \frac{D}{2}$. We assume that each complex multiply can be executed in one instruction. Furthermore, this figure assumes that the MIMO prefilter coefficients are updated once every 0.5 msec which is approximately equal to the burst duration in EDGE. It can be seen from the figure that for $D = 4$, as in a Typical Urban EDGE channel, and $N = 10$, the computational complexity of the $\frac{T}{2}$-spaced MIMO prefilter is $\approx 80$ MIPS which is within the processing power of state-of-the-art programmable DSP chips.

V. Simulation Results

In this section, we present simulation results for BPSK and 8-PSK delay diversity with $n_T = 2$ transmit antennas. Results for the 8-state 8-PSK space-time trellis code (see Figure 2) are also given. We use the “BCJR Symbol-by-Symbol MAP algorithm” for both equalization and decoding and assume that the receiver has perfect knowledge of the channel taps and the noise variance. Before transmission, the code symbols are reordered by a pseudo random interleaver. As stated before, the interleaving rule is the same for all transmit antennas. The channel is considered time invariant during transmission of a block of size 450 information bits but changes independently from one block to the next (quasi-static fading). The channel power delay profile is assumed uniform as described in Section II.

For each block, only one turbo iteration is performed. It is a typical result for turbo detection in block fading channels that an improvement in Bit Error Rate (BER) is achieved
only in the first iteration [18].

Unless otherwise stated, we use the maximum possible number $n_{Rs}$ of channel shortening filters according to (31) with $N = 10$ taps per receive antenna and an oversampling factor $l = 1$. First, we consider BPSK delay diversity for a simple illustration of the main ideas. Figure 8 compares the BER for different channel memories $D$ and $D_s$, respectively, and $n_R = 2$ receive antennas. The performance of the full turbo equalizer without channel shortening ($D = D_s$) is also included. It can be seen from the Figure that channel shortening performs well. At a BER of $10^{-5}$, the degradation is about 2 dB only if the channel is shortened from $D = 2$ to $D_s = 1$. In the case of $D = 4$ and $D_s = 1$ the degradation increases to 3.5 dB. However, in this case the equalizer has to deal with only 4 states instead of 256, which translates to a significant reduction in complexity. If the channel is only shortened from $D = 4$ to $D_s = 2$, the degradation reduces to 2.1 dB, but the equalizer has to deal with 16 states. The BPSK curves show only small gains achieved by the turbo iteration due to the short block length and the fact that BPSK delay diversity is a weak outer code with a constraint length of only two. However, our objective here is to show the principle. For 8-PSK, we obtain a considerably larger gain by a turbo iteration as will be shown later. The impact of the number $N$ of FIR filter taps is depicted in Figure 9 for $D = 2$, $D_s = 1$, and $n_R = n_T = 2$ transmit and receive antennas. The performance improves appreciably with increasing number of taps up to about $N = 10$. Therefore, we chose $N = 10$ for our simulations. Figure 10 demonstrates the benefit of using the maximum number $n_{Rs}$ of FIR filters according to (31). For the example of $D = 2$ and $D_s = 1$, the shortened channel has a maximum of $n_{Rs} = 4$ outputs. If we consider only $n_{Rs} = n_R = n_T = 2$, there is a significant loss in terms of the diversity level achieved. However, part of the loss is recovered by the turbo iteration. In case of $n_{Rs} = 4$, part of the loss in terms of time diversity is transformed to a higher level of “receive antenna diversity”. The turbo iteration now achieves an additional gain of about 0.5 dB but does not increase the diversity level. The gain over $n_{Rs} = 2$ is about 1 dB at a BER of $10^{-5}$. Figure 11 shows the BER for $D = 2$ and $D_s = 1$ if only $n_R = 1$ receive antenna is used. As explained in Section IV-B, we observe a high error floor due to the low effective SNR. However, channel shortening with $n_R = 1$ works well if fractionally-spaced FIR filters with
an oversampling factor \( l = 2 \) are used. In order to demonstrate the advantage of full turbo equalization, we also show results for MAP detection in Figure 12, where joint equalization and decoding is performed in a single trellis. For MAP detection no interleaving and no turbo iterations are possible. Figure 13 gives simulation results for 8-PSK modulation with delay diversity and the space-time trellis code of Figure 2. The channel is shortened from \( D = 2 \) to \( D_s = 1 \). Unlike BPSK, we obtain a significant gain due to the turbo iteration. Furthermore, we observe a much larger difference between delay diversity and the space-time code than in flat-fading channels, where delay diversity performs about 2 dB worse than the space-time trellis code for \( n_R = 2 \). The coding gain of a space-time trellis code seem to become more important when prefiltering techniques are applied, especially for \( n_R \geq n_T \). All simulation results presented thusfar adopted BER as a performance measure. In some scenarios, block error rate (BLER) is also of interest. In Figure 14 we repeat the comparisons made in Figure 13 but with BLER as a performance measure to demonstrate that the same general conclusions continue to hold.

VI. Conclusions

We proposed the use of an FIR MIMO prefilter to reduce the complexity of space-time turbo equalization for broadband wireless channels. The complexity reductions become very dramatic for high-order signal constellation and long channel delay spread. Part of the performance loss due to the channel shortening performed by the MIMO prefilter is recovered using iterative detection and a transformation of time diversity to spatial diversity. Main advantages of the proposed scheme are that we do not alter the MAP or ML equalization algorithm itself and do not require the channel to be minimum phase. We believe that the combination of space-time coding, MIMO prefiltering, and turbo equalization offers a viable solution to the problem of high data rate transmission over broadband wireless channels.
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Fig. 1. MIMO ISI channel model.

<table>
<thead>
<tr>
<th>Delay Diversity</th>
<th>Space-Time Code</th>
<th>state</th>
</tr>
</thead>
<tbody>
<tr>
<td>00, 10, 20, 30, 40, 50, 60, 70</td>
<td>00, 10, 20, 30, 40, 50, 60, 70</td>
<td>0</td>
</tr>
<tr>
<td>01, 11, 21, 31, 41, 51, 61, 71</td>
<td>05, 15, 25, 35, 45, 55, 65, 75</td>
<td>1</td>
</tr>
<tr>
<td>02, 12, 22, 32, 42, 52, 62, 72</td>
<td>02, 12, 22, 32, 42, 52, 62, 72</td>
<td>2</td>
</tr>
<tr>
<td>03, 13, 23, 33, 43, 53, 63, 73</td>
<td>07, 17, 27, 37, 47, 57, 67, 77</td>
<td>3</td>
</tr>
<tr>
<td>04, 14, 24, 34, 44, 54, 64, 74</td>
<td>04, 14, 24, 34, 44, 54, 64, 74</td>
<td>4</td>
</tr>
<tr>
<td>05, 15, 25, 35, 45, 55, 65, 75</td>
<td>01, 11, 21, 31, 41, 51, 61, 71</td>
<td>5</td>
</tr>
<tr>
<td>06, 16, 26, 36, 46, 56, 66, 76</td>
<td>06, 16, 26, 36, 46, 56, 66, 76</td>
<td>6</td>
</tr>
<tr>
<td>07, 17, 27, 37, 47, 57, 67, 77</td>
<td>03, 13, 23, 33, 43, 53, 63, 73</td>
<td>7</td>
</tr>
</tbody>
</table>

Fig. 2. Delay diversity and space-time trellis code with 8 states for 8-PSK modulation and \( n_T = 2 \) transmit antennas.
Fig. 3. 8-PSK 8 state space-time trellis code for $n_T = 2$ with interleaving in frequency-selective channels.

Fig. 4. Equivalent channel model for 8-PSK 8 state space-time trellis code with $n_T = 2$ in frequency-selective channels.
Fig. 5. Turbo equalization.
Fig. 6. FIR Channel Shortening Filter.
Fig. 7. Computational Complexity.

Fig. 8. BPSK, $n_T = n_R = 2$, maximum $n_{R,s}$, $N = 10$. 
Fig. 9. BPSK, $n_T = n_R = 2$, $n_{R,s} = 4$, $D = 2$, $D_s = 1$. 
Fig. 10. BPSK, $n_T = n_R = 2$, $D = 2$, $D_s = 1$, $N = 10$. 
Fig. 11. BPSK, $n_T = 2$, $n_R = 1$, $D = 2$, $D_s = 1$, $N = 10$.

Fig. 12. BPSK, $n_T = 2$, $D = 2$, $D_s = 1$, $N = 10$. 
Fig. 13. 8-PSK, $n_T = n_R = 2, n_{R,\rho} = 4, D = 2, D_s = 1, N = 10$.

Fig. 14. 8-PSK, $n_T = n_R = 2, n_{R,\rho} = 4, D = 2, D_s = 1, N = 10$. 